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BTeY ]
—Co Overview

» |ntroduction and overview of the BTeV trigger & data
acquisition system (DAQ)
= WBS 1.8 — Trigger electronics & software
» Project description
» Project organization
» Costs
» Schedule
» Milestones
» Risk assessment
» Response to CD-1 recommendations

= WBS 1.9 - DAQ electronics & software

» Project description
> ...

= Presentations prepared for the breakout sessions
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BTeY .
—Co Introduction

The challenge for the BTeV trigger and data acquisition system is to reconstruct
particle tracks and interaction vertices for EVERY interaction that occurs in the
BTeV detector, and to select interactions with B decays.

The trigger performs this task using 3 stages, referred to as Levels 1, 2, and 3:

“L1” — looks at every interaction, and rejects at least 98% of min. bias background
“L2” — uses L1 computed results & performs more refined analyses for data selection
“L3” — performs a complete analysis using all of the data for an interaction

Reject > 99.9% of background. Keep > 50% of B events.

The data acquisition system saves all of the data in memory for as long as necessary
to analyze each interaction (~ 1 millisecond on average for L1), and moves data to
L2/3 processing units and archival data storage for selected interactions.

The key ingredients that make it possible to meet this challenge:
> BTeV pixel detector with its exceptional pattern recognition capabilities
» Rapid development in technology — FPGAS, processors, networking

Note: see glossary at the end of this talk
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Bf/v~ Block Diagram of the Trigger & DAQ
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B%O Project Description WBS 1.8

= L1 pixel trigger (FPGAs, L1 Switch, L1 Farm)

= L1 muon trigger (same hardware as L1 pixel trigger)
= Global Level 1 trigger (same processing hardware)
= | 2/3 hardware (Linux PC farm)

= | 2/3 software (similar to HEP “offline” analysis)

= RTES software (fault detection and mitigation)

Base cost: $11.1M  (Material: $7.9M, Labor: $3.3M)
+ $5M grant for RTES (NSF ITR program)
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BTeY
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Base cost: $11.1M  (Material: $7.9M, Labor: $3.3M)

Organization

WBS 1.8

Erik Gottschalk

WBS 1.8

RTES

$5M NSF grant

_____
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BTeY

Co Organization WBS 1.8
Base cost: $11.1M  (Material: $7.9M, Labor: $3.3M)
WBS 1.8 RTES
Erik Gottschalk $5M NSF grant
1.8.1 1.8.2
L1 Trigger L2/3 Trigger

Muon GL1

Trigger $0.2M L2/3

20 4M Software L2/3

$1.4M Hardware
L1
Pixel Trigger $2.7M
$6.1M
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%0 L1 Trigger Architecture (1 Highway) WBS 1.8

T T —

||||||

33 outputs at ~76 MB/s each

' —| PTSM & DAQ

Network

Note: the new L1 trigger baseline
design was adopted in August, 2004.
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BTeY

o

L1 Trigger Bandwidth Studies

WBS 1.8
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L2/3 Trigger Hardware

WBS 1.8
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BTeY

%0 L2 and L3 Trigger Software WBS 1.8

L2 and L3 reconstruction software (tracks, vertices, photons,
n0‘s, hyperons, neutral kaons, particle identification)

L2 and L3 trigger algorithms

Global L2 and Global L3 software (trigger lists & selection
criteria)

Alignment and calibration software

Monitoring, feedback and event display software
Software framework, utilities, and interfaces to databases
DAQ interface software

Offline filter and fast charm/beauty monitoring software
(high-level filtering and monitoring software)
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BTeV Trigger (WBS 1.8) and Data Acquisition System (WBS 1.9) — Erik Gottschalk

o Construction Cost WBS 1.8
Activity [Activity Name Base Cost [|[Material Labor Total  |[{Total Total Total Total Total |[Total
1D (3) Contingency [[Contingency IFY05  ||FY06 FYQ7 FY08 FY09 FY10 |FY05-10
(%) (%)
1.8.1 ||IL1 Hardware & 6,769,409 37 36[607,014][1,263.129)12,784.095)|1,723 635{2,920,308 Off 9.298.179
Software
1.8.2 ||L2/L3 Hardware & 4,133,488 33 86Y139,855](1,132.770)11.417.068]|1,887 830Y( 1,926,255 Qff 6.503,777
Software
1.8.3 |[Trigger Electronics & 230,199 16 24 46,679 54336 H3G97| 536YTY 53.48419.178) 281271
SW Subpro] Mgmt
1.8]ffile_185 v10 091504 |{11,133,096 36 65“?93,?47 2.450.235||4.254.859||3.565.162||4,900.04?||19,1TB 16,083,228
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%0 M&S Obligation Profile by Fiscal Year WBS 1.8
WBS 1.8 Trigger M&S Obligation Profile
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Labor Profile by Fiscal Year

WBS 1.8
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BTeY

Gantt Chart

WBS 1.8

vl oS [ = o e [ n.c ] Fyv 10
wWeS Activity Desc.

o ARG T R O DG T R M G T 2 e N D A T A
1.81.1.21 Fixzel L1 Farmn Prepilot PO :':l
1.8.1.1.3.1 Freproc & SegTrk SubSys Filot P10} I:':I
1.81.1.41 Fixzel L1 Farmn Pilet P1({7) —
1.8.1.1.6 Fixzel Trigger Pilot Integraticn=P 1{int} I:':I
1.8.1.1.8.1 Freproc & SeglTrk SubSys Production P2.2 I:::I
1.81.1.91 Fixzel L1 Farmn Production P2.2 I:":I
1.8.1.1.10 Ficel Trgger 2-Hwy Integration==2_2{int} | I:I
1841114121 FPreproc & SegTrk SubSys Production P2.4 I:':I
1B 11131 Fixel L1 Farm Production P24 :I
1.8.1.1.14 Fixel Tngger Integration=P2_4{imt) O
1.81.1.16.1 Fixzel L1 Farmn Production P26 :I
1811171 Preproc & SegTrk SubSys Production P25 _
1B 11181 Fixel L1 Farm Producsion P28 :I
1.8.1.1.158 Fixzel Trgger Integraticn=PZ_8{imnt) -
1.8.1.3.1 SL1 Trgger Filet=GE1L1_P1 [—
1.8.1.3.2 SL1 Trigger Filot Integration=GL1_FP1(imt) D
1.8.1.3.3 SL1 Trigger Production=GL1Farm_P2 |:,]
1.8.1.3.4 L1 Trigger Production Imtegration=GL1_P2{int} ||:|
1.8.2.21 L= 3 SW Stage 1 Dewvelopmens [ T |
1.82.23 TEM: Done - Stage 1 Relsas= 1 4
18225 TEM: Done - Stags 1 Relsas=s 2 *
18227 TSM: Done - Stage 1 Production Release *
1.8.2.239 L2/ 3 5W Siage 2 Dewveloprment ]
1.8.2.2.11 TEM: Done - Stage 2 Relsas= 1 4
1.8 2.2132 TEM: Done - Stage 2 Relsass 2 4
182215 TEM: Done - Stage 2 Production Release *
1.8.2.31.4 bwild pilot workers and hosts System [
1.82.31.521 Blanuf & Del of Prod Farm worker HW 1st Shiap _
1.8.2.3.1.5.2.2 Manuf & D=l of Prod Farm worker HW 2nd Ship -
1.8.2.31.5.2.3 Blanuf & Del of Prod Farm workesr HW 3rd Shap ]
1.8.2.3.1.5.2.4 Manuf & D=l of Prod Farm worker HW Last Ship I:I
1.B82.31.52.65 Int+Test whole L2Z3 Farm Sys under C0 condit [
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BTeY

o

Project Flow

WBS 1.8
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August 1, 2010

® Key milestones

I:I Outside Vendor

|| FNALUniversity Sites
|| RTES Collaboration

Fabricated @FNAL
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BTCY
Ao Key Milestones with Distributed Float WBS 1.8

T2 Trigger pilot system tested Jul-07

T2,T3 | Stage 1 production release of L2/3 software Mar-09

T3 Begin L1 2-highway pixel processor & segment tracker production Jul-07

T3 End L1 2-highway pixel processor & segment tracker production Dec-08
T3 Begin L1 2-highway farm production Jul-07
T3 End L1 2-highway farm production Oct-08
T3 Begin L2/3 farm worker node procurement Jan-08
T3 Begin L3 software development Oct-05
T3 Complete trigger system and integration with DAQ Feb-10

|
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BTrY
%0 Critical Path Analysis without Distributed Float WBS 1.8

= Stage 1 BTeV trigger (246 workdays of float)

» Completing the first four highways for the L2/3 trigger has the
lowest total float for the Stage 1 BTeV detector, with 246 days of
float. The activities involve the procurement of computer farms.
Procurement is delayed to obtain more processing capabilities for
lower cost. The procurement of processors for the L2/3 trigger has
minimal schedule risk, and there is considerable expertise for this
work at Fermilab.

= Stage 2 BTeV trigger (240 workdays of float)

» The completion of the remaining four highways of the L1 pixel
preprocessor and segment tracker (PP&ST) hardware has the lowest
total float for the Stage 2 BTeV detector, with 240 days of float. By
the time this work is started we will have considerable expertise
building, testing, and commissioning PP&ST hardware. Therefore,
we expect minimal schedule risk, since four trigger highways will be
fully operational by the time this work begins.
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BTeY

o

Risk Analysis

WBS 1.8

1.8.11.21,18114.1 requirements

WABS Item Risk Event Response/Mitigation Strategy
Benchmark and qualify more than one
For example: Baseline processor fails to meet processor during R&D or early

construction phase. Have 2" option
ready if 1t option is unsatisfactory.

For example:

1.8.1.1.8.1.1,1.8.1.2.1.2 size of the selected FPGA. Larger

L1 pixel segment tracker or muon
preprocessor algorithm exceeds the

FPGA increases the cost

Use contingency funds to upgrade to a
bigger and more expensive FPGA.
Consider other implementation
alternatives early in the design stage.
Consider simplifying the algorithms.

For example:
1.8.1.1.3.1.1, 1.8.1.

Communication links do not satisfy
1.8.1.1 | error rate specifications

Use contingency to modify PC boards,
buy new parts, connectors, or cables.

For example:
1.8.1.1.4.1.15, 1.8.

25 Shortage of software developers

Prioritize critical tasks. Use
contingency to hire software
developers temporarily.

Numerous WBS items Experienced people leave

Be sure that more than one person is
working on critical tasks. Use
contingency funds to hire the person
leaving as a temporary consultant
while their expertise is transferred to
existing or new personnel.
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BTeY
%0 Response to CD-1 Recommendations  WBS 1.8

= Develop a schedule which (a) completes critical design and validation
activities as soon as possible and is ready for production six to nine
months in advance of the production start date, and (b) completes
production of the trigger and data acquisition systems six to nine months
In advance of first collisions.

> (a) Critical design and validation activities have been an ongoing effort. We
will complete the L1 PP&ST system 8 months before the start of production.

» (b) We have developed a schedule that completes 50% of the L1 trigger more
than 13 months before the need-by date for the Stage 1 detector, and
completes 50% of the L2/3 trigger almost one year before the need-by date.

» Re-evaluate the basis of estimate of the FPGA costs to allow for
uncertainty in the de-escalation profile.

» We no longer de-escalate FPGA costs.
= Quickly identify and apply new individuals and groups to provide the
physicist effort for by the WBS.

» We have identified new individuals and groups (Univ. of Houston, Southern
Methodist University, Univ. of Virginia), and will continue to do so.
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BTrY
%0 DAQ Components WBS 1.9

= Readout Electronics

= Data Acquisition Software
= Detector Control System

= Databases

= Control & Data Network

Base cost: $12.7M  (Material: $6.0M, Labor: $6.7M)
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BTtV o
%0 Organization WBS 1.9

Base cost: $12.7M  (Material: $6.0M, Labor: $6.7M)

WBS 1.9
L2 Managers: Klaus Honscheid
Maragaret Votava
1.9.1 1.9.3 195
Readout Electronics Detector Control System Control and Data Network

L3 Manager: Mark Bowden L3 Manager: Klaus Honscheid (TBA)

1.9.2 1.9.4

Data Acqusition Software Databases
L3 Manager: Margaret \Votava (TBA)

|
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%0 Data Combiner Boards (DCBs) WBS 1.9

Equdlization  Desericlizer
1

Data o [[] - -
o e e | | Data Combiner
ighway O,
Data 1 ——
Ctrl :E._Q ] (2.5 Glbps)
Highway 2.3
:HQ ——1]
:HQ (2.5 Gbps)
x24 | ] —{ 1] clockicontrol
B SR
Highway 4.5
HitH O
(2.5 Gops)
Highway 6.7
:I lr- —1]
v :HQ (2.5 Gbps)

Pre-emphasis

Input receiver/multiplexer for detector front-end boards.
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o Timing System WBS 1.9
! !
Front-end Data " gan_our: :
Boards Combiners | witch
|k < L |
N : :
K 2 | oiohal TIMING |} GBE Links
/y ) N Al/(optical)
< 11 | |
Clock/CMD Vo — i i
(copper, 24) / Timing : : g
Clock/Sync ~ Fanout | < L
(copper, 12) A | | ¥ Gigabit
< VAR ! Ethernet
v i T i Switch
A
| |
Accel Clock/ |
Clock/Sync | .
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Timing System | |
| i Managers
| |
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[ [

(1st floor) (2nd floor)

Fast control and timing network for precise system synchronization.
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Co Level 1 Buffer WBS 1.9

_/_ FPEA(8) DRAM

DRAM

12 Chan _\_
Optical DRAL

Receaiver

:
il

PCI Express |/F

Large capacity buffers to hold detector data while L1 is processing pixel & muon data.
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o L1 Buffer Prototype WBS 1.9

Optical Receiver
(8 channels @ 2.5 Gbps) FPGA (deserializers, memory controller)

DRAM (256MB X 2,

PCI Interface DDR SODIMM)
» Standard optical interface

* Large buffer memory
* PCI Interface (BTeV will use a newer generation, e.g. based on PCI-Express)

Directors CD-2/3a Review of the BTeV Project — Sept. 28-30, 2004 28
BTeV Trigger (WBS 1.8) and Data Acquisition System (WBS 1.9) — Erik Gottschalk



Co Data Links WBS 1.9

Front-end to Data Combiners
- 600 Mbps copper

Data Combiners to L1 buffers
& L1 Trigger
- 2.5 Gbps optical

L1 Trigger to L1 Buffers
- 2.5 Gbps copper

Network

- 1 Gbps (CAT6) copper

(all point-to-point serial)
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BTV _ _ _ _
%0 Highway Switch (for a single highway) WBS 1.9

Cross-connect Cross-connect
L1 Buffers & Global L1 L1 Buffers & Global L1 L1 Buffers g o is

I
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uq,i-:h—#"rt-vq:,_ J
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LL2/3 Processors

Highway Switch
72 Port Gigabit Ethernet
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BTy _
%0 Other Major Components WBS 1.9

= Configuration Subsystem - software to download, initialize
and partition all system components

= Run Control Subsystem - software to control and monitor the
operation and overall dataflow of the system

= Detector Control - “slow” control network to set and monitor
all system environmental parameters

= Databases - store and access operating parameters, maintain a
time history of all system variables, and store and access
parameters necessary for trigger algorithms

Infrastructure - counting and control room infrastructure
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Co Construction Cost WBS 1.9
Activity |Activity Name Base Cost [|Material Labor Total  |[Total Total Total Total Total  |[Total
ID (3) Contingency [[Contingency |FY05  ||FY06 FYO7 FY08 FY0S FY10 |IFY05-10
(%) (%)
1.91 [|Readout 5,576,109 43 30)1285.477) 889 953[|1.273,413)|12,720,348[)2 585,086 O 7.754.277
L |[Electronics | I
1.9.2 ||Data Acquisition 2,326,663 39 30)1203,082)| 592 416ff 850,937 361,018)41.093 241 0| 3.100,694
_Software L
1.9.3 ||Detector Control 396,595“ 24 SOH 0 197.735“ 301,057 4.950“ 0 0 503,742
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M&S Obligation Profile by Fiscal Year
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%o Project Flow WBS 1.9
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BTeY

Ao Key Milestones with Distributed Float WBS 1.9

T2, T3 | Data Combiner Board pre-production units tested and approved Aug-06
T2 Multinode release of Data Acquisition RCS package Mar-08
T3 Production DCB delivered and tested Feb-09
T3 Production Level 1 Buffers delivered and tested Jan-09
T3 Single node release of RCS package Sep-07
T3 Data Acquisition software complete Jun-09
T3 Calibration and Trigger database complete Oct-08
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BTrY
%0 Critical Path Analysis without Distributed Float WBS 1.9

= Stage Il has more than 330 days of total float, so the critical
path for WBS 1.9 is in the Stage | deliverables:

» Partitioning release of run control (total float = 218 workdays)

» This is the final release of run-control software that includes the ability
to partition portions of the detector to acquire data independently for
BTeV commissioning.

» Database Application completion (total float = 263 workdays)

« Completion of the database applications that will be needed for data
taking. This includes running conditions, trigger databases, and

calibration databases.
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BTeY _
%0 Response to CD-1 Recommendations  WBS 1.9

= Develop a schedule which completes critical design and
validation activities as soon as possible and is ready for
production 6 to 9 months in advance of the production start
date.

» Pixel DCB production has been moved from WBS 1.2 to WBS 1.9.
This allows us to begin the design effort for all DCBs in FYO05,
which is one year earlier than in our previous schedule. We will
complete the DCB design 7 months before the start of production.

» Re-evaluate the bases of estimate of the FPGA costs to
allow for uncertainty in the de-escalation profile.

» We no longer de-escalate electronics costs. For some components,
we assume a nominal increase in performance between now and
the time of purchase.
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BTeY
%0 Summary for WBS 1.8 and WBS 1.9

More information on the trigger (WBS 1.8) and DAQ (WBS 1.9) is
available in the breakout sessions.

WBS 1.8

= Qverview — Erik Gottschalk

= L1 pixel trigger — Vince Pavlicek
= L1 muon trigger — Mike Haney

= Global Level 1 - Vince Pavlicek
= | 2/3 software — Paul Lebrun

= | 2/3 hardware — Harry Cheung

WBS 1.9

= Qverview — Margaret VVotava

= Readout and controls hardware — Mark Bowden

= Readout and controls software — Margaret VVotava
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Additional Slides

|
Directors CD-2/3a Review of the BTeV Project — Sept. 28-30, 2004
BTeV Trigger (WBS 1.8) and Data Acquisition System (WBS 1.9) — Erik Gottschalk

40



BTeY

o
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BTeY

Co Key Milestones without Distributed Float WBS 1.8

T2 | Trigger pilot system tested Jan-07
T2,T3 | Stage 1 production release of L2/3 software Jul-08
T3 Begin L1 2-highway pixel processor & segment tracker production Mar-07
T3 | End L1 2-highway pixel processor & segment tracker production May-08
T3 Begin L1 2-highway farm production Mar-07
T3 | End L1 2-highway farm production Mar-08
T3 | Begin L2/3 farm worker node procurement Jul-07
T3 | Begin L3 software development Oct-05
T3 | Complete trigger system and integration with DAQ Aug-09
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BTeY

Key Milestones without Distributed Float WBS 1.9

Co
T2, T3 | Data Combiner Board pre-production units tested and approved Jun-06
T2 Multinode release of Data Acquisition RCS package Nov-07
T3 Production DCB delivered and tested Feb-09
T3 Production Level 1 Buffers delivered and tested Jan-09
T3 Single node release of RCS package Jun-07
T3 Data Acquisition software complete Feb-09
T3 Calibration and Trigger database complete Jun-08
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BTeY

o

DB

DCB
DDR
DRAM
FPGA
GBE

GL1
Infiniband
ITCH

L1B

PCI
PCI-Express
PP&ST
PTSM
RCS
RTES
SODIMM
Xserve G5

Trigger/DAQ Glossary

Database

Data Combiner Board

Double Data Rate

Dynamic Random Access Memory

Field Programmable Gate Array

Gigabit Ethernet

Global Level 1

Third generation high-speed networking standard
Information Transfer Control Hardware

Level 1 Buffer

Peripheral Component Interface

High-speed serial version of PCI

Pixel Preprocessor and Segment Tracker

Pixel Trigger Supervisor and Monitor

Run Control System

Real-Time Embedded Systems

Small Outline Dual Inline Memory Module
Apple’s PowerPC based 1U server with dual 64-bit processors
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